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Краткие сообщения
Short Communications

Hidden Markov model for malicious hosts detection
Let the detector estimates probabilities referring transmitted network packet as a malicious one. It is a binary 

classifier. As a result of a detecting action a probability is assigned to each packet Pt , where t is a point of time. 
The observable events are a flow of packets Pt , the probability of the packet to be malicious is estimated by the 
detector as yt ∈[ ]0 1, . Markov chain is defined as the event sequence depicted in fig. 1, each observed event 
may be at one of the two possible states that correspond to two classes yi ∈{ }0 1, .

It is assumed the i state probability is normally distributed, therefore emission probability of the state can 
be calculated with the standard formula
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where standard deviation is chosen as σ = 2.0 and function is parametrised with a class probability xi. In other 
words, the most reliably hidden state is observed in situation when standard deviation of the detector output 
signal lays inside the boundaries of the standard model.

In most cases observed events form ordinary flow of homogeneous events and mathematically are authentic 
to Poisson stream. Based on this assumption the transition probability from state i to state  j might comply with 
density of exponential distribution: 
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where y yi j⊕  represents the Zhegalkin polynomial, which sets higher probabilities when Markov chain transi-
tions to the states with the same class, whereas class changing is penalised by a factor value e.

For any given ordered time t ∈ T interval with N elements the solution of the problem is on the base of 
reliable events forming the most probable path from initial state t0 to one of the final state tN. All intermediate 
states have to belong to interval T.

Viterbi algorithm can be applied for the most probable way on Markov chain construction (see  fig. 1). 
The algorithm is specified by the following recurrent formulas:
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Final hidden state is produced by the final solution:
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Initial problem statement is not getting hidden states of the Markov chain. The challenge is in associating 
the event series to one of the classes. Direct solving of a classification problem through estimation of obser
ving event sequence in the restored chain produces the result that ignores time locality. In fact, recent events 
produce more significant effect in comparison with events from the past.

At last, two virtual finite states of Markov chain are defined, they denote that both states are equiprobable. 
These states are intended for time series classification. Figure 2 represents updated Markov chain (compare 
with fig. 1).

Fig. 1. Markov chain fragment with 3 observed events


