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At the first stage, the first branch of the network is trained until sufficient accuracy is achieved, or before 
stopping by early stopping methods. At the second stage, the weights of the convolutional layers of the network 
are fixed and the training is carried out only for fully connected layers, where the features from convolutional 
layers, the manual set of features and the external features come together.

The proposed technique based on an ensemble of models for identifying objects of remote sensing of the 
Earth consists of the following steps.

Step 1: description of source data, the objects for identification and model quality measures (problem 
statement). 

Step 2: formation of a training set: data collection, preprocessing, marking of the output set.
Step 3: searching additional features to solve the problem.
Step 4: expansion of the training set with additional features.
Step 5: splitting the training set into training and test sets.
Step 6: determination of the model’s architecture based on the source data.
Step 7: determination of the hyperparameters range of the selected architecture.
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