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БГУ – столетняя история успеха

Step 8: determination of the optimal model hyperparameters by grid or random search  [14] using the 
k-fold cross-validation on the training set.

Step 9: forming an ensemble based on cross-validated models.
Step 10: if the model satisfies the quality measure on the test set, then the problem is solved, otherwise, it 

is necessary to expand the data set and go to step 4.

Experiments
The experimental data are images obtained using synthetic aperture radar (SAR), which allows taking radar 

images of the Earth’s surface and objects on it, regardless of meteorological conditions and the level of the 
natural light of the area under observation. They include [15]:

	• the images in two polarisation modes: horizontal – horizontal (HH), horizontal – vertical (HV); each image 
contains one object: a ship or an iceberg (fig. 4);

	• incidence angle;
	• data set: 1604 images with the size 75 × 75.
Data set was divided into 80 % training part and 20 % test part, so we use 1283 samples for training ENN.
Additionally, experiments were carried out on an extended data set. A simple augmentation technique was 

used for this: horizontal flip, vertical flip, 90-degree clockwise rotation, horizontal flip and vertical flip for the 
rotated image. In this case, we have 7698 samples for training.

Training part was used for cross validated grid search, and test part was used for evaluation.
The task is to identify objects of two classes: an iceberg or a ship, which is essentially a binary classification task.
Efficiency in the classification problem can be assessed using accuracy – this is a basic measure that shows 

the proportion of correct model responses. For the binary classification problem, when the model derives the 
class probabilities, the logarithmic loss (logloss) function is used:
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where ŷi is a model response on the i object; y is a true class label on the i sample; l is the number of samples.

Fig. 4. Sample images: a – ship; b – iceberg




