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By creating the storage module, the DHCP and NIS services were additionally deployed. The use of these 
services makes it possible to reduce the costs of configuring and subsequent maintenance of a fault-tolerant sto
rage system due to the mechanism of centralised distribution of information necessary for the functioning of 
the system. Maintaining such as services allows, for example, to reduce the time for adding a new server to 
an existing storage system. Since a set of standard software is installed on the new server, and the necessary 
settings for integrating the server into the general system are transmitted by these services.

The DHCP server is used to distribute the network interface settings of the cluster servers. In the current 
configuration, two subnets are declared, corresponding to the segments described in the previous section. 

In contrast, the NIS server is used to distribute configuration files which are necessary for the functioning 
of the cluster, in particular information about some accounts required for automated maintenance of the storage 
system, server names, etc.

Virtual platform for building a cloud interface. Based on the analysis of existing open solutions, the Next
Cloud system was chosen as the basis for the created platform that provides a cloud interface for accessing 
fault-tolerant storage2. The choice in favour of NextCloud was made based on the requirements specified in 
the introduction. At the moment also it is the only opensource solution in terms of functionality comparable 
to proprietary cloud storage. There are other cloud storages, for example, SeaFile3, but it is not yet possible to 
consider them, and even to compare them, because they are in the initial phase of their development [6]. Ad-
ditional complexity by choosing a platform is associated with the need to install not only the selected solution 
on some server, but to create an image of a virtual machine independent of the cloud platform on which such 
a virtual machine can be deployed in the future. In this regard, CentOS Linux GenericCloud 1907 OS was chosen 
as the main operating system for the virtual machine, which in turn is a cloud implementation of CentOS Li-
nux release 7.6.1810 (Core) OS with Linux kernel version 3.10.0-957.27.2.el7.x86_64. The choice of the Linux 
dialect is not critical, since the system being deployed can work with any modern Linux implementation.

To ensure free migration between different cloud environments, the original image was converted to VHD 
format, which allows it to be run on most of the virtual environments, in particular, OpenStack and Windows 
Hyper-V, using which cloud solutions currently operate at the Belarusian State University.

Note that the module being created provides only interface interaction between the user and the secure sto
rage and does not require large amounts of disk space. As a result, the time for deploying and launching a new 
virtual machine image is reduced, if it is necessary.

2Официальный сайт NextCloud [Электронный ресурс]. URL: https://nextcloud.com/ (дата обращения: 01.10.2021).
3Официальный сайт SeaFile [Электронный ресурс]. URL: https://seafile.com (дата обращения: 01.10.2021).
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