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The non-linear system of equations which needs to be solved in row 14 is transformed to a linear one by 
replacing C ⋅ νj with xj – q + p.

The inequalities in rows 16 and 17 can be checked for every local minimum of function Imµ β
j

^ ei( ), taking 
into account the specific shape of this function (fig. 2).

It is necessary to manually check the shape of the root locus curve of the damped method, because some-
times the algorithm can produce an unsatisfactory result (although it formally satisfies all the requirements). 
In order for the root locus curve to have a more regular shape, it is necessary to increase the parameter q in 
row 2 and repeat the algorithm.

Examples of the root locus curves of the damped method for p = 4, k = 21 and different values of ε are pre-
sented in fig. 3, graphs of Q j( ) and ^Q j( ) of these methods are given in fig. 2. Stability regions of the second 
order methods with an extended stability interval and their damped versions (ε = 0.05) for k = 4, …, 13 are 
presented in fig. 4.

Implementation
Implementation of methods (2) with a constant step size is straightforward. To implement a variable step 

size, it is necessary to solve the following main tasks:
1) error estimation;
2) increasing the grid step size;
3) decreasing the grid step size.
Error estimation. We use two methods of orders p (main method) and p – 1 (assistant method) to estimate 

the error. The values ym + 1 calculated by these methods in formula (2) we denote as ym k
p
+

[ ]  and ym k
p
+
−[ ]1  respectively. 

Then the absolute error estimate of the ym k
p
+

[ ]  can be found from the well-known formula
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Fig. 2. Graphs of Q j( ) and ^Q j( ) of the damped methods with p = 4, k = 21

Fig. 3. Root locus curves (3) of the damped methods with p = 4, k = 21


