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Model design. The current mainstream approach using semi-supervised learning is to use the concept of 
semi-supervised learning models to train supervised learning models. Our idea is to combine the self-training 
idea, YOLOv5l model features, and parking lot usage scenarios to design a self-training learning method that 
adds a supervised learning model and a semi-supervised learning model using pseudo-labels.

We insert a full YOLOv5 training epoch in each loop of the self-trained model. In each YOLOv5 training 
cycle, we use the labeled data to train the YOLOv5 pre-trained model or the object detection model generated 
in the previous cycle. Then, we detect unlabeled data and generate pseudo-labels and use the generated pseudo- 
label loss data. The loss data modify the detection model produced by YOLOv5 training. Looping in turn, the 
system generates more pseudo-label and loss data, reduces unlabeled data, and generates object detection model 
files with higher accuracy. Figure 2 describes the basic process, which is as follows:

  • use a small amount of labeled data to train a detection model; 
  • use the detection model to identify unlabeled data and obtain results; 
  • select high-quality detection results as pseudo-labels; 
  • use pseudo-labels and labeled data. 

A new detection model is trained, recursively in turn, until it is manually stopped or the unlabeled data all 
become labeled data (see fig. 2).

Pseudo-labeling is the SSL method that helps with untagged data [22]. First, we can annotate a small batch 
of data and train a model with it, and then use this model to detect objects on unlabeled data. The labels an-
notated by the model are called pseudo-labels. We can then combine the labeled and pseudo-labeled data and 
train the model again. The basic workflow is:

Fig. 1. The YOLOv5 network structure. 
S o u r c e: [18]

Fig. 2. The supervised learning model plus semi-supervised learning using pseudo-labels


