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1) train the original model M with a small amount of the labeled dataset D;
2) identify unlabeled datasets using the M model;
3) filter out the detection results of precision > 90 % and recall > 90 %, and construct a new pseudo-label 

dataset D′;
4) train a new M model with new labeled data and keep iterating.
Since in the parking environment, monitoring images can be continuously acquired as unlabeled data, the 

continuous operation of the neural network model can be realised until human intervention stops or the model 
data is infinitely close to 1. Because it is too time-consuming to complete the training in actual training, espe-
cially after the unlabeled dataset is gradually converted into a labeled dataset, a large number of training data-
sets will be generated, which will gradually increase the single training time and reduce the training efficiency.

Modifying the new pseudo-label dataset D′ directly modifies the loss function of the model, that is, the loss 
value of the existing model is superimposed on the loss value of the prediction dataset D′: loss = loss(labeled 
data) + alpha*loss(unlabeled_data) [23]. The specific flow chart and analysis are shown in fig. 3, which in-
cludes the following stages:

1) train the supervised model M using labeled data;
2) the supervised model M is used to predict unlabeled data, resulting in the predicted probabilities P and 

pseudo-labels;
3) update the loss calculation method of the model: use loss(labeled_data) + alpha*loss(unlabeled_data) as 

the loss value of the model;
4) train a new model M ′ using the labeled data and the pseudo-labeled data filtered according to the predic

ted probability P (the pseudo-label filtering method is step 3 in the self-training plus YOLOv5 model design);
5) replace M ′ with M and repeat the above steps until the model effect does not improve.

Due to the characteristics used in the production environment of a parking lot, the keyframes can be extrac
ted regularly in the parking lot surveillance video. The unlabeled data can be added as a picture, and the results 
will be returned to the system after the detection is completed. The model continues to learn.

The advantages of the proposed model are:
  • the possibility to use a small amount of labeled data to achieve similar training results for the same YOLOv5 

model. It allows us to reduce the cost of the model dataset construction; 
  • thanks to the learning method of sustainable words, it can be persistently operated on the object detection 

settings in the parking lot;
  • there is no need to consider that the dataset of vehicles is too small and difficult to train.

Datasets and training process
The database based on the CNRPark1 open source parking lot dataset, which uses more than 200 photos of 

Italy’s parking lots, consisting of 9 cameras, taken every 30 min, since 16 November 2015. All-weather par
king information for the period 9 December 2015, including images of parking lots in different climates such 
as daytime, night, sunny, cloudy, rainy, etc., with a variety of environmental elements such as parking spaces, 
roads, sidewalks, trees, and green spaces to train vehicle identification in the parking lot. Using the filtered 
datasets «vehicles open images», we filter out top views, test maps, and have common vehicle types such as 
motorcycles and trucks to train multiple vehicle type identification. Ultimately, the dataset for this project con-
tains 276 training data, 32 verification data, parking lot plus photos taken by drones.

1CNRPark + EXT is a dataset for visual occupancy detection of parking lots / G. Amato [et al.] // CNR Parking Dataset : website. 
July 2015. URL: http://cnrpark.it/ (date of access: 14.04.2022).

Fig. 3. The improved model of the training process


