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TPM is a one-way three-layer network, the architecture of which is described by two parameters (fig. 1): the 
number of neurons in the hidden layer (at level 2) K (K ∈ ), and the number of input signals for each neuron N 
(N ∈ ) [2–9; 11–13]. Each hidden unit works as a perceptron with independent receptive fields, including N input 
neurons and one output neuron.

At each step t of mutual learning, two TPMs, A and B, use a common input vector X � � �xuv  (1 ≤ u ≤ K 
and 1 ≤ v ≤ N; X� �� �1 1, )

KN  and change (or not change) the eigenvector of weights W � � �wuv  ( , , , )w L L Luv � � � � �� �1

( , , , )w L L Luv � � � � �� �1  in accordance with certain learning rules after exchanging the output signals (para
meters) generated at this step: τ А and τ В, or τA B/ ; τA B/ ; � �� �1 1,  and calculated in accordance with the formula
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where �u� �� �1 1,  and
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taking into account that when αu = 0 the function sign �u� � can take one of two values: –1 or +1 (in accordance 
with the accepted rule for training TPMs); in [5] a similar signum function is called «modified signum function». 

The used rules and the duration of TPM synchronisation to obtain the same vector of weights (W WA B= ) 
influence the security of this process, due to the possibility of implementing various types of attacks from the 
third network (E) with a similar architecture. The goal of such attacks is to synchronise the weights of the at-
tacking network (W  E ) with the weights of one of the legitimate parties of the system (for example, network A) 
[3; 5; 6; 11–17] to ultimately obtain the secret key generated by networks A and B.

The fundamental model of the TРM is based on the use of the algebra of real integers. At the same time, when 
solving a number of applied problems, various extensions of real numbers are used – hypercomplex numbers, 
which make it possible to describe the position of a point in a multidimensional space based on operations on the 
vectors [18]. As is known, the simplest examples of hypercomplex numbers are imaginary and double numbers, 
as well as quaternions. All arithmetic operations are performed on these numbers, on the basis of which the TPM 
model is created. Taking this circumstance into account, in [5; 6; 12] the usage of complex and double complex 
numbers was justified and analysed to quantitatively determine the parameters of the network synchronisation 
process based on the TPM architecture. Such architectures are called a tree parity complex machine (TPСM) and 
TP split-complex machine (TPSCM). In [19] the usage of quaternions (TP quaternion machine (TPQM)) is ana-
lysed. The TPM architecture based on complex numbers in [20] is called complex-valued TPM (СVTPM), and 
the architecture based on quaternions in [21] is called quaternion-valued TPM (QVTPM).

The definitions of the signum function for TPCM and TPQM are justified and described in [5; 19–21].
There is a number of applied tasks that are solved based on NNs using octonion algebra [22–24]. Many 

properties of octonions are similar to the properties of quaternions and complex numbers. But there is one 
significant difference between these systems: while the multiplication of complex numbers and quaternions 
has an associative property, this law does not hold for the multiplication of octonions. If we apply a weakened 
version of the associativity of multiplication [18, p. 45], then octonions can also be used to TPM modelling.

Fig. 1. TРM network architecture


