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As a test of the validity of the developed model, we use visual inspection of the plots of simulated and ex-
perimentally verified histograms for the number of coverage n and the accuracy of restoring the modelled para-
meters when estimating the distribution parameters. We simulated a sequence of 10 000 sites with the parame ters 
of the beta and normal distributions, reconstructed from the experimental data, and approximated the histo-
grams using the beta and normal distributions. Model parameters were estimated using the R-functions dbeta 
and dnorm. The histograms were successfully fitted by the given density functions (fig. 4). The parameters of 
the simulation models are within 95 % confidence intervals of the parameter estimations, which supports the 
correctness of the developed simulation model, namely, that the procedures for modelling the numbers of site 
coverages according to the beta and normal distributions are correct.

Comparative analysis of SNP identification algorithms. We performed the comparative analysis of the 
most effective existing statistical SNP identification algorithms, such as binomial distribution test (BDT), entropy- 
based test (EBT) and Fisher’s exact test (FET), with some fundamental machine learning techniques trained 
on simulated datasets. An efficient software implementation of BDT was developed, a feature of which is the 
automation of the selection of a threshold value when identifying SNP sites. It is proposed to use the value 10– k 
as a threshold value of probabilities, where k is the average number of coverage estimated from the si mulated or 
experimental dataset. As FET, a modification of the algorithm from the R-package Rsubread is considered [23]. 
Our programme implementation of EBT [24] is taken, where thresholds in identifying SNP sites are the entro-
py E which is more than 0.21 and the p-value which is less than 0.5.

The machine learning methods of CIT (the R-function ctree of the package party), CART (the R-function 
rpart of the package rpart) and SVM (the R-function svm of the package e1071) were trained on synthetic 
data simulated with the beta distribution. A training dataset contained 40 000 nucleotide sites, of which 20 000 
were SNPs.

Based on the nine selected sets of experimental data on chromosomes 10 and 22, we conducted a compa rative 
analysis of the most effective SNP identification and machine learning algorithms, trained on simulated data. 
The results of SNP identification at nine datasets of 20 000 sites (per each set), starting from site positions 12 ⋅ 106, 
60 ⋅ 106, 84 ⋅ 106, 108 ⋅ 106 on chromosome 10 and from site positions 3 ⋅ 106, 9 ⋅ 106, 15 ⋅ 106, 21 ⋅ 106, 27 ⋅ 106 on 
chromosome 22, are collected in tables 3 and 4.

Ta b l e  3
SNP identification algorithms efficiency  

by the score F1 on chromosome 10

Start position
F1, %

BDT EBT FET CIT CART SVM

12 ⋅ 106 88.9 100 97.4 100 94.8 97.4
60 ⋅ 106 96.8 94.1 96.9 100 98.4 98.4
84 ⋅ 106 90.3 97.0 96.9 95.4 90.0 90.0
108 ⋅ 106 100 96.9 96.8 100 98.4 98.4

Mean 94.0 97.0 97.0 98.9 95.4 96.1

Fig. 4. Normalised histograms h of the number of coverage n in datasets modelled  
with the experimentally estimated parameters of the beta (a) and normal (b) distributions.  

Approximations are made by the density functions of the beta nb (black) and normal ng (red) distributions;  
parameter estimations are a = 1.50 (standard error is equal 0.02), b = 7.6 (0.2) for the fragment a;  

µ = 10.4 (standard error is equal 0.9), σ = 25.2 (0.6) for the fragment b


